Shot2Story20K: A New Benchmark for Comprehensive Understanding of
Multi-shot Videos
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Caption: It's a man in a kitchen chopping something with; Caption: It's a close-up of a person
a knife. The man is wearing a T-shirt with the number scooping avocado out with a spoon
19 on it. He seems to hurt himself and appears in pain.. on a wooden cutting board. There is
The video is in black and white. The yellow words also a white bowl next to it.
"DON'T RISK IT" appear on the screen. Then the scene
changes to a bowl of guacamole with chips on the side.

Caption: It's a woman in a pink
shirt with a cast on her arm. She
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Narration Caption: The background voice says don't risk
getting injured from cutting up avocados.
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Video summarization:

The video begins with a man in a kitchen, wearing a T-shirt with the number 19 on it. He is chopping something with a knife, but he seems to hurt himself and appears in pain.
This scene is presented in black and white for dramatic effect. As a cautionary message, the yellow words "DON'T RISK IT" appear on the screen. The video then transitions to a
bowl of guacamole with chips on the side, and the package of the product is also shown. The audio during this segment warns viewers not to risk getting injured from cutting up
avocados. The video then shifts to a close-up shot of a person scooping out avocado with a spoon on a wooden cutting board. A white bowl is placed next to the cutting board.
The audio during this segment informs viewers that the product is refrigerated and pre-scooped for the customers, implying that it's a safer and more convenient alternative to
preparing avocados manually. The next scene features a woman in a pink shirt with a cast on her arm, suggesting that she might have injured herself while preparing food. She
holds her thumb up with the injured arm, possibly indicating that she approves of the pre-scooped avocado product. The word "SWEET" in purple is typed on the screen,
perhaps to emphasize her satisfaction with the product. The video concludes with a shot of a bowl of guacamole with chips on the side. A plastic container of guacamole with a
purple package is also shown, likely the product that has been discussed throughout the video. The video seems to be a promotional material for a pre-scooped, refrigerated
avocado product, highlighting the risks of preparing avocados manually and the convenience of their product.

Figure 1. An annotated example of our Shot2Story20K with sing-shot visual captions and narration captions. Moreover, we provide

coherent and reasonable video summaries to facilitate comprehensive understanding of multi-shot videos.

Abstract

A short clip of video may contain progression of mul-
tiple events and an interesting story line. A human need
to capture both the event in every shot and associate them
together to understand the story behind it. In this work,
we present a new multi-shot video understanding bench-
mark Shot2Story20K with detailed shot-level captions and
comprehensive video summaries. To facilitate better se-
mantic understanding of videos, we provide captions for
both visual signals and human narrations. We design sev-
eral distinct tasks including single-shot video and narra-
tion captioning, multi-shot video summarization, and video
retrieval with shot descriptions. Preliminary experiments
show some challenges to generate a long and comprehen-
sive video summary. Nevertheless, the generated imper-
fect summaries can already significantly boost the perfor-
mance of existing video understanding tasks such as video
question-answering, promoting an under-explored setting
of video understanding with detailed summaries.

1. Introduction

Video captioning is a long-standing video understanding
task to facilitate open-world video analysis with the help
of human-annotated captions. Since a video may contains
multiple events, dense captioning benchmarks (Ego4D [10],
YouCook?2 [36], ActivityNetCaps [13]) are tailored to cap-
ture the information of multiple events in a video ranging
from 3-20 minutes. However, even within seconds, we find
that there are already more than one single event in a lot
of daily videos such as news broadcast, tutorial videos, and
movies. Specifically, shot transition, which is a common
technique to transfer from one event to another, or to switch
the viewpoint of a single event, happens less than every
4s for average English movies after 2010 [5]. Although
some existing captioning benchmarks [13, 33, 36] already
use multi-shot videos, they often annotate the captions in a
coarse-grained manner, either providing a holistic caption
or asking annotators to subjectively choose the boundary of
each event. To better accommodate the multi-shot forma-
tion of videos, we believe a new video benchmark with rich
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Figure 2. Statistics of Shot2Story20K . Our dataset comprises videos with 2 to 8 shots each. Most shots range from 1 to 5 seconds, accom-
panied by detailed visual captions and narration captions. It features extensive summaries, highlighting video progressions, transitions,
camera cuts and narration descriptions, with statistics of frequent expressions depicted in the figure.

textual descriptions based on video shots is favored in the
research community.

On the other hand, multi-shot videos are often accompa-
nied by rich narrations that relates to the different events
happening in the video. A model needs to capture both
the visual and audio signals to understand the underlying
story. Specifically, narrations may contain key information
that cannot be inferred from pure visual information only.
See Figure 1, without the narration, a viewer is unable to
capture the relationship between the man’s action and the
avocado product in the first shot.

In this work, we propose a new benchmark
Shot2Story20K for audio-visual understanding of multi-
shot videos. We collected a dataset of 20,023 short videos
where the average number of shots in each video is 4.0. For
each video shot, we annotate a detailed textual description
for the video frames and another textual description for the
human speech. We also leverage a state-of-the-art large lan-
guage model (LLM) GPT-4 [23] to generate a long textual
video summary from the annotated clip descriptions, which
are further verified by human annotators. The summary
includes additional details such as transitions of different
shots, progression of multiple events, and mapping of the
subject identities in different scenes. An overview of our
dataset can be seen in Figure 2.

To benchmark the advances of multi-modal video under-
standing, we designed several distinctive tasks using our
dataset, including single-shot captioning, multi-shot sum-
marization, and video retrieval with shot description. We
design and implemented several baseline models using a
frozen vision encoder and an LLM, by prompting the LLM

with frame tokens and ASR (Automatic Speech Recogni-
tion) text. Through extensive experiments, we show that:
(1) the ASR text is critical to understand the complex multi-
shot scenario, (2) processing the video as a whole with-
out the shot-structure degenerates the model’s capacity of
understanding the multi-shot video, (3) the summarization
model trained on our benchmark can be generalized to other
datasets with longer durations (ActivityNet) and out-of-
domain topics (MSRVTT). Without any bells and whistles,
we attains competitive results on zero-shot video question-
answering by converting the problem into pure text-based
QA with the generated video summaries.

2. The Shot2Story20K benchmark
2.1. Overview

Our new benchmark Shot2Story20K contains 20,023
videos. The length of each each video is ranging from 10s
to 40s. For each video, we first use a off-the-shelf shot de-
tection method TransNetV2 [28] to split it into shots. For
each video shot, we annotate captions for both visual and
audio information. Then we further annotate video sum-
maries based on the annotated shot captions. Figure 2 shows
an overview of our dataset with some key statistics. An ex-
ample of one annotated video is shown in Figure 1.

2.2. Data preparation

We source videos for our dataset from the public video
benchmark HDvilalOOM [34]. It offers a large collection
of narrative videos, comprising 3M YouTube videos seg-
mented into 100M clips, each about 13 seconds long. We



. Multi-shot ~ Multi-event Audio Detailed ~ Summary . Avg.
Dataset Annotation Video Descriptions ~ Captions ~ Summary Length #Videos Duration
MSRVTT [33] M v X X X - 10K 15s
ActivityNet Caps [13] M v v X X 524 20K 3min
VideoStorytelling [15] M v v X v 162.6 105 12.5min
Ego4D [10] M X v X X - 10K 23min
YouCook?2 [36] M v v X X 67.8 2K 6min
VAST [3] G v X v v 324 27TM 5~30s
Shot2Story20K M+G v v v v 201.8 20K 16.7s

Table 1. High level comparison of our dataset to previous ones. The summary length of ActivityNet and YouCook?2 are their combined
length of captions in one video. M and G stands for manual and generated, respectively.

choose this data source for its concise yet complex multi-
shot formats, diverse topics, and abundant ASR content.
Since we prefer videos with both rich visual and ASR in-
formation, we design several filtering techniques to ex-
clude those videos with either low visual-ASR correlation
or static visual content.

We start with keeping video clips with durations between
10 to 40 seconds, since we observe that the majority of the
video clips from HDvilalOOM fall in this range. Then we
remove videos with more than 8 shots due to the heavy an-
notation cost. We also notice that the video segments with
too many shots in HDvilal0OM tend to be slideshows or
image collages that deviates from our focuses. Further, to
harvest videos with rich visual-ASR correlations, we set up
a metric between video shots and ASR texts. Specifically,
we uniformly sample 4 video frames for each shot and ob-
tain the cosine similarity score between the video shot em-
bedding and the text embedding using CLIP [25] encoders.
We only keep the videos containing at least one shot that is
visually correlated to ASR with a threshold of 0.25. In the
next step, in order to obtain videos with diverse shot con-
tents, we set up an inter-shot metric to filter out the videos
with similar adjacent shots. We compute the cosine simi-
larities between embeddings of adjacent shots and keep the
videos with all inter-shot similarity scores smaller than 0.9.
Finally, to further remove the videos with static contents, we
adopt an intensity-based scene changes filter in PySceneDe-
tect' with a threshold 11 in our segmented shots. If the fil-
ter is unable to detect new segments at a low threshold, it is
conceivable that the shot contains static contents. We only
keep the video clips in which all shots contain no static con-
tent based on our filtering method.

As a result, from a total of 1.1M sampled video clips
from HDvilal00M, we obtain 20, 023 video clips that meet
our quality standard. The number of shots in each video is
from 2 to 8. These videos are then shared with our annota-
tors for further annotations.

Uhttps://www.scenedetect.com/

2.3. Annotation of single-shot captions

After using TransNetV2 to divide the target videos into
video shots, we ask annotators to annotate both visual-only
captions and audio-related captions for each shot. We split
the annotation of these two captions to facilitate separate
modeling of these two types of information source.

For visual-only caption, we require annotators to de-
scribe the major subjects and events in the video. Since
it is an open-world setting, the videos can be quite diverse
and hard to describe. In order to reduce the difficulties of
annotating a caption from scratch, we generate an initial
video caption using MiniGPT-4 [38] by sampling 4 image
frames from the video clip and prompting the model using
the prompt below.

MiniGPT-4 prompt: ###Human:<Img>Framel </Img
><Img>Frame2 </Img><Img>Frame3</lmg><Img>
Frame4</Img>Please describe this video. Do not include
details that you are not sure of. For example, if there is text
in the image, do not include the content of the text if they
are not clearly shown. ###Assistant:

Although MiniGPT-4 is originally designed for image
understanding, empirically it is able to generate captions for
videos, both comprehensively and reasonably. It is able to
describe different subjects including person, animals, food,
tools, and virtual objects like animated characters. We ask
annotators to correct any mistakes they find in the gener-
ated captions, and to add missing details to the captions.
The mistakes include incorrect description of the object cat-
egories, attributes, actions, facial expressions etc. Also,
there might be some subjective description generated by
MiniGPT-4 such as emotion and atmosphere. We ask an-
notators to remove all these subjective descriptions. An ex-
ample of this annotation process is shown in Supp. Sec. 5.1,
where the annotator corrects the caption from “standing in
front of the car” to “getting close to the car”, and adding a
missing detail of “a close-up shot of the front”. In this way,
we find the annotation speed significantly faster (~ 3x)
compared to writing a caption from scratch. On the other
hand, we find the captions generated this way has more co-



herent style and tend to cover more details of the video.

In contrast to the traditional video captioning bench-
marks [13, 33, 36], we also annotate narration captions in
addition to the visual-only captions. Different from exist-
ing audio captioning benchmarks [9], we focus more on hu-
man speeches rather than acoustic events. The annotators
are required to associate the human speech with the video
content and summarize the main idea of the speech. We
require annotators to describe the source of the speech us-
ing visual information. For example, if someone is talking,
the annotator needs to describe which person in the video
is talking. If the human speech refers to some object in
the video, the annotator is required to describe which ob-
ject in the video the speaker is referring to. Note that the
speaker identity and reference of visual objects are critical
information for understanding a video that cannot be triv-
ially obtained using existing algorithms. There are existing
research on speaker identification [12] and visual ground-
ing [1, 37], but they only work well on constraint scenarios.
Given this annotation process, our narration captioning task
requires a joint understanding of visual and audio signals.

2.4. Annotation of video summary

To create video summaries with the annotated video-shot
captions, we leverage an LLM-based approach. Specifi-
cally, we form a text prompt with incorporating all shot
captions and ASR text included, and uses GPT-4 [23] to
generate a cohesive summary. The text prompt we use is
shown in Supp. Sec. 5.2. The quality is assured through
further review and correction by our annotators.

We prompt GPT-4 to produce coherent, fluent text sum-
maries with transition expressions such as “the video be-
gins”, “following this”, and “in the final scene” to connect
video-shot descriptions. The generated annotations also en-
compass a higher-level understanding of shots, using key
phrases such as “scene shifts back to” and “returns to the
scene” to denote recurring scenes across different shots.
Notably, GPT-4 often identifies and links the same subjects
across scenes without relying on explicit re-identification
models. It draws on descriptive and attributive text from our
shot captions like “a newsroom” or ““a man wearing a black
suit” to infer scene or subject identity. To ensure quality,
annotators carefully review and correct any inconsistencies
in scene or subject references within these summaries.

2.5. Comparison to existing benchmarks

Compared to existing video description datasets, our dataset
is more challenging due to the explicit modeling of the
multi-shot nature of web videos. Our textual description in-
cludes both shot-level captions and video-level summaries,
combining visual and audio understanding, which provides
a unique test bed for multi-modal video understanding. Ta-
ble 1 shows a high-level comparison of our new dataset

with existing video captioning benchmarks. Most exist-
ing video captioning benchmarks, such as MSRVTT [33],
YouCook2 [36] and ActivityNet Caps [13], also use multi-
shot videos as annotation source, but they either annotate
a holistic caption for the video (MSRVTT) or ask annota-
tors to decide the boundary of different events. In our study,
we observe that video shots naturally create a sequence of
related events, leading us to annotate distinct captions for
each shot. Ego4D [10] only annotates dense visual captions
but not audio captions for relatively long egocentric videos.
Video Storytelling [15] is a small-scale dataset with annota-
tions of multiple events in a videos and provides a summary
of the video by concatenating all captions.

A recent work VAST [3] feed generated video and audio
captions into an LLM to generate video summary. How-
ever, their work processes a multi-shot video as a whole and
lacks the granularity of the events in different shots. Ad-
ditionally, VAST directly uses predicted captions without
any human verification, which indicates their video sum-
maries can be noisy and containing biases from the cap-
tioning models. Our dataset stands out from VAST with its
more detailed visual and audio shot captions. These cap-
tions, averaging 35.3 words for visual and 17.8 words for
audio, are the result of a thorough manual annotation pro-
cess. Although our video summary is also generated using
an LLM, it is further verified by annotators to make sure
there is no hallucinated details from the LLM. Our dataset
has an average length of 201.8 wprds for the video sum-
mary, which is much longer than existing benchmarks, and
longer than the combined length of captions in one video in
ActivityNet and YouCook?2.

3. Tasks and Experiments
3.1. Basic settings

For all the tasks described in this section, we follow the
same training/validation/test split. Specifically, the number
of videos for training, validation, and test set are 14016,
1982 and 4025, respectively. We resize the frames to
224 x 224. We employ ViT-G/14 from EVA-CLIP [8] and
Q-Former from BLIP-2 [16] as visual encoder, and Vicuna
v0-7B [4] as the language model. We load pretrained Q-
Former from MiniGPT-4 [38]. In training, we update only
Q-Former parameters, keeping the ViT and LLM frozen.
We adopt AdamW [20] as our optimizer and use a learning
rate of 8e-5. We train the models for 40 epochs with a batch
size of 128 for single-shot video captioning and narration
captioning. We finetune our video summarization models
on the single-shot captioning model with a batch size of 16.

3.2. Single-shot video captioning

To understand the visual content of each video shot, we in-
troduce the single-shot video captioning task. Note that the
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Figure 3. Model structure for video-shot captioning. Visual tokens from the CLIP [25] visual backbone and Q-Former [16, 38], along with
text prompts, form the input to the LLM [4]. ASR input is optional for single-shot video captioning.

Modalities B M R C

\ 10.5 160 30.1 388
V+A 10.7 162 296 374

Table 2. Performance of single-shot video captioning task. V and
A means Visual and ASR.

task is to generate descriptions for individual video shots,
while ASR information can be leveraged to improve the ac-
curacy of the captions. For this task, we adapt the frame-
work of MiniGPT-4 [38], with the model structure depicted
in Figure 3. Specifically, we adopt the similar structure as
we generate pseudo captions for data annotation in Sec. 2.3.
First, we sample N frames from a video shot, and encode
them using a fixed vision encoder, then feed the encoded
features to a Q-Former to produce visual tokens. The vi-
sual tokens are appended into a text prompt and the LLM is
asked to generate a caption for this video shot.

We compare two model variants on this task. One is with
the ASR text as additional context cues in the text prompt
and the other is without the ASR information. We evaluate
our models using BLEU@4 [24] (abbreviated to B), ME-
TEOR [6] (abbreviated to M), ROUGE [19] (abbreviated to
R) and CIDEr [30] (abbreviated to C), and show the results
in Table 2. It shows that inclusion of ASR-derived texts
yields a modest enhancement in the B and M by 0.2. Con-
versely, it incurs a decrement of 0.5 and 1.4 in R and C, re-
spectively. These results imply that ASR text complements
visual data without introducing discrepancies, yet posing in-
tegration challenges for augmenting single-shot video cap-
tioning performance. Figure 5 (a) displays output examples
of our model’s single-shot video captioning. It accurately
details visual elements within the shot, effectively capturing
actions like “gesturing with her hands” and articulates sec-
ondary elements within a scene like “a doll on the couch”.

Method Modalities B M R C

VALOR [2] Audio 6.6 100 239 135

Ours A 47 17.1 303 1309
V+A 18.8 248 39.0 168.7

Table 3. Performance of single-shot narration captioning task. V
and A means visual and ASR.

3.3. Single-shot narration captioning

Human narration is another critical factor to understand
a multi-shot video. It often provides information of the
background knowledge and commentator’s view on visual
events. We conduct experiments to predict the narration
caption of a video-shot and name this task single-shot nar-
ration captioning. We adopt the same model structure as
single-shot video captioning with the ASR text as additional
input, except that the prediction target is the narration cap-
tion. We compare with existing audio captioning model
VALOR [2]. We finetune VALOR on our single-shot nar-
ration captions and show the results in Table 3. We also add
another baseline model that only takes ASR text as input
and predicts the narration captions using Vicuna [4].

Since our narration captions contain descriptions about
the related visual information as well, e.g. the subject, re-
ferred objects etc, using only ASR text does not produce
satisfactory results. The baseline model VALOR is unable
to capture the rich ASR text information with only the raw
audio, leading to a weak performance of 13.5 in CIDEr. Our
model combining visual and ASR text can generate reason-
able narration captions on most cases. As shown in Figure 5
(a), our model identifies narration sources and aptly de-
scribes spoken content, as highlighted by phrases like “the
background voice says” and “the man in a hat is talking”.
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3.4. Multi-shot video summarization

Multi-shot video summarization is a new task that is distinct
from existing video description tasks. It requires the model
to understand the shot structure of the given video and to
provide a coherently paragraph to describe the progression
of events in the different shots. In this section, we experi-
ment with three model variants. The first model SUM-text
uses a two-stage approach, first generating captions using
our video-shot captioning model for each video shot, then
embed the generated captions into a text prompt as the in-
put to the LLM (Vicuna-v0 [4]) to generate a video sum-
mary. The associated prompt can be seen in Supp. Sec. 6.2.
The second model SUM-holistic uses similar model as Fig-
ure 3. We uniformly sample 16 frames from the full video
clip and prompt the LLM with frame tokens and ASR text.
The third model SUM-shot uses a more refined framework
by sampling 4 frames in each video shot and prompting the
LLM with frame tokens from different shots, as is shown in
Figure 4. Compared to SUM-holistic and SUM-shot, SUM-
text is not trained end-to-end and may loss critical informa-
tion with the captioning step, for example, it cannot capture
the correspondence of the same subject in two shots. SUM-
holistic does not have the shot information explicitly and
rely on the LLM to parse the video shots using the provided
frame features. SUM-shot is given the shot structure as in-
put, which makes it easier to generate descriptions based on
the different shots. We compare with Video-ChatGPT [22]
by instruction-tuning their model on our video summary
data without the ASR input.

Table 4 shows the results of the three models. It is shown
that SUM-text achieves the overall best performance, al-
though it is a two-stage model with pre-generated shot cap-
tions. SUM-shot is slightly worse than SUM-text, indicat-
ing that better model design needs to be explored for end-
to-end video summarization. SUM-holistic is consistently

Model E2E ASR B M R C

Video-ChatGPT [22] v X 5.0 140 197 1.2
SUM-shot w/o ASR v X 9.8 184 249 4.7

SUM-text X v 122 204 271 92
SUM-holistic v v 109 183 262 63
SUM-shot v v 1.7 197 268 8.6

Table 4. Performance of models on video summarization. E2E
means whether the model is trained in an end-to-end approach.

worse than SUM-shot, showing the importance of the shot
structure in predicting a video summary matching the tran-
sition of shots. SUM-shot w/o ASR underperforms com-
pared to SUM-shot and SUM-holistic, highlighting ASR’s
significance in multi-shot understanding. Video-ChatGPT
is not able to match the performance of our models, poten-
tially due to their weakness in processing multiple scenes
and lack of ASR input. Video-ChatGPT directly encodes
the whole video into a sequence of tokens and may loss a lot
of details in the frames, while ours directly feeding frames
tokens into LLM without compressing them.

Figure 5 (b) illustrates our SUM-shot model’s predictive
capabilities. The model adeptly narrates event sequences
with appropriate emphasis. For instance, in the MacBook-
example, it not only details the keyboard but also rational-
izes the display of various keys, aligning with the ASR data
about the touchbar discussion, thus crafting a coherent sum-
mary. Nonetheless, some predictions, marked in red, are
erroneous, such as the non-existent “returns to a close-up
view of the macbook™ shot. These inaccuracies likely stem
from the LLM’s tendency to ‘“hallucinate” plausible yet
non-factual details. Despite these errors, the model demon-
strates a proficiency in generating consistent and nuanced
summaries, highlighting both the potential of our model and
the challenges that our dataset presents for future research.



Human speech: But when you look at something like this, how many man
hours have gone into peeling back the matrix?

Human speech: explains to us the fear she has.

Single-shot video captioning:
in the video, a woman is sitting on a couch. she is wearing a blue tank
top. she is gesturing with her hands. there is a doll on the couch.

Single-shot video captioning:
in the video, two men are looking at a large pile of rocks in a room.
one man is wearing a hat and glasses

Single-shot narration captioning:
the background voice says that the woman explains to people the fear|
she has.

Single-shot narration captioning:
the man in a hat is talking about how many man-hours have gone into|
peeling back the matrix.

(a) Example predictions of single-shot video captioning and narration captioning.

lily I‘"\'\“\mn
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Human speech: When Apple first introduced the TouchBar, it tried to make it seem a lot cooler than it was, but really what it does is it makes it more annoying
to hunt down the keys you wanna find.

SUM-shot video summarization:

the video begins with a close-up view of a macbook pro's keyboard, showcasing the various keys and their arrangement. the scene then
transitions to a man sitting on a couch, holding a laptop in his hand. he is dressed in a black shirt and jeans, and he is discussing the touchbar
on the macbook pro. as he talks, he shows the laptop to the camera. the video then returns to the close-up view of the macbook pro's
keyboard, this time focusing on the touchbar. the man on the couch continues to hold the laptop in his hand, discussing the touchbar and its
functionality. finally, the video ends with a close-up shot of a person interacting with the touchbar on the laptop, showcasing its features and

functionality.

€ Human speech: Putter pocket holds two putters for quick and easy access in the front. We have a flap that you can close to protect your discs, but theres also
’ velcro in there, so that when youre ready to play, you have easy access to your discs.

-

SUM-shot video summarization:

the video begins with a close-up shot of a gray and black backpack with a blue cover. the backpack is placed on a wooden table, and a male
voice can be heard explaining that the putter pocket holds two putters for quick and easy access in the front. next, the scene transitions to a
man in a red shirt sitting at a red table with four backpacks on it. he introduces a flap that can be closed to protect the discs in the backpack.
the man explains that there is velcro in the backpack, which allows people to easily access their discs when they are ready to play. finally,
the video returns to a close-up shot of the gray and black backpack with the blue cover on the wooden table. a person is seen taking out a
colored disk from the backpack and placing it in the flap. the male voice explains that the backpack has easy access to the discs.

(b) Example predictions of multi-shot video summarization.

Figure 5. Example predictions of our models. (a) demonstrates our model’s single-shot video captioning, producing precise descriptions
and identifying narration speakers, e.g., gesturing with hands, a man in a hat speaking. (b) shows multi-shot video summarization, with
accurate captions in green and errors in red, illustrating the model’s ability to narrate event sequences and maintain subject consistency, as
seen in the progression from close-up of a backpack to transitions to a man and return to the backpack.

3.5. Video question-answering with summary

Since the generated summaries are long and complex, the
traditional captioning metrics (B, M, R, C) may not reflect
the true quality of the generated summaries. We thus adopt
another video understanding task, zero-shot video question-
answering (QA), to further evaluate the quality of our gen-
erated summaries. Existing work [11] directly uses image
captions as input to an LLM to generate question response.
However, no such work has been done for videos.

Specifically, we directly apply our video summarization
model on video QA benchmarks MSRVTT-QA [32] and
ActivityNet-QA [35] by splitting the testing videos into
video shots and feeding them into the SUM-shot model.
The generated summaries and the associated questions are
then fed into a Vicuna model to derive the answers with the
prompt shown in Supp. Sec. 6.3.1. Note there is no adap-
tation or finetuning conducted for the Vicuna model. Since
the original answers in the QA benchmarks are very short
and the generated responses from LLM tend to be a long



Method Pretrain Datasets T2V T28 Vot

R@11T R@5T R@10T | R@1T R@51 R@I101 | R@1T R@51 R@10T
Alpro [14] WebVid-2M+CC-3M 46.3 69.5 78.4 50.3 76.3 83.2 45.2 69.8 78.2
Clip4clip [21] | CLIP400M 47.2 70.4 77.6 524 78.2 85.4 48.9 70.2 78.1
UMT [18] CLIP400M+UMT25M | 66.3 81.8 85.8 68.6 88.4 92.0 64.9 82.3 86.2

Table 5. Comparison of performance for text-to-video (T2V), text-to-shot (T2S), and video-to-text (V2T) retrieval tasks.

sentence, we levarge the gpt—3.5-turbo model to gen-
erate a binary decision of whether the answer is correct, fol-
lowing Video-ChatGPT [22]. We compare our results with
Video-ChatGPT [22], MovieChat [27] and VideoChat [17]
as in Table 2. Note that Video-ChatGPT and VideoChat
both use large amount of instruction tuning data to learn to
directly generating answers from visual features and the text
prompt, while ours bypasses instruction tuning by distilling
the video information into a video summary. Additionally,
for a direct comparison, we evaluate Video-ChatGPT on
question-answering in the same methodology as ours. As
shown in Table 6, our model outperforms Video-ChatGPT
by a large margin. Our model also follows the zero-shot QA
settings since the model only uses Shot2Story20K as train-
ing data. Note that MSRVTT contains a large portion of
videos with out-of-domain topics such as tv shows and food,
while ActivityNet has much longer videos than our training
videos. This validates the the robustness and transferabil-
ity of our model across different topics and longer videos.
This surprisingly good result indicates that a comprehensive
and detailed video summary is a high quality abstraction of
the video, facilitating a wide range of tasks including video
QA and video-based conversation. Example summaries on
MSRVTT and ActivityNet can be seen in Supp. Sec. 7.3.

3.6. Video retrieval with shot description

Text-based video retrieval is another task to evaluate multi-
modal video representations. Traditional video retrieval of-
ten utilizes highly condensed text descriptions with bench-
marks such as MSRVTT [33], LSMDC [26], and VA-
TEX [31]. Retrieval models can simplify the problem by
leveraging key objects / actions in the video withoutunder-
stand more complex details such spatial-temporal informa-
tion and user intent. We present a distinct setting for re-
trieval with only descriptions of one video shot. Specifi-
cally, we design three settings: (1) using a shot description
as query source to query the corresponding video (T2V). (2)
using a shot description as query source to query the specific
shot (T2S). (3) using a video as source to query a randomly
sampled shot description in this video (V2T).

We report results on the testing set of our benchmark
with 4025 videos, including 15913 shots. We evaluate sev-
eral baseline models including Alpro [14], CLIP4clip [21],
and UMT [18] and show the results in Table 5. In the three
retrieval tasks, Alpro underperforms relative to Clip4clip

QA  MSRVTT ActivityNet

Model 1T Input QA QA
VideoChat [17] v V+T 45.0 26.5
Video-ChatGPT [22] v V+T 49.3 35.2
MovieChat [27] v V+T 49.7 51.5
Video-ChatGPT [22] V T 53.7 37.4
SUM-shot+Vicuna X T 56.8 47.4

Table 6. Performance on video question answering. IT means
whether the model uses video-text instruction tuning data. All
methods follow the zero-shot manner.

by approximately 2.0 points in R@1, while UMT outper-
forms Clip4clip significantly, with an R@1 improvement
of 19.1 for T2V and 16.2 for T2S. The performance com-
parison confirms that refined video-language alignment is
crucial for retrieval accuracy. While Alpro employs re-
gional token alignment and CLIP4clip uses global video-
text matching, UMT advances the field with its R@1 im-
provements, utilizing masked modeling and distilling a
VIiT [7] for more detailed alignment. In light of these find-
ings, our Shot2Story20K , enriched with ASR information
that closely aligns with visual elements, presents an oppor-
tunity to harness ASR as a natural linkage for improving
video-text alignment, potentially guiding future enhance-
ments in this domain. Additionally, a comparison between
video and shot retrieval tasks reveals that T2V presents a
greater challenge than T2S, aligning with our hypothesis
that retrieving a full video using a shot caption necessitates
a more detailed understanding of the video. It confirms the
capacity of our dataset to facilitate detailed and complex
video understanding tasks.

4. Conclusion

In this work, we present a large-scale video understanding
benchmark with annotations based on video shots. We pro-
vide detailed textual descriptions for each shot as well as a
comprehensive video summary for the whole video. With
the rich and diverse descriptions, our benchmark serves as
a playground for more powerful multi-modal video under-
standing models, ready to be extended for a range of other
video understanding tasks, such as video question answer-
ing, visual grounding, and video-based conversation.
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Shot2Story20K: A New Benchmark for Comprehensive Understanding of
Multi-shot Videos

Supplementary Material

We follow the official template from CVPR for organiz-
ing the supplementary material and the indexes of sections,
figures and tables are continuous to the main submission for
easy reference.

5. Annotation Process

In this section, the annotation process for Shot2Story20K
is detailed, including single-shot caption annotation in
Section 5.1, GPT-4 summary generation prompts in Sec-
tion 5.2, and human correction of summaries in Section 5.3.

5.1. Human annotation of video-shot captions

Our single-shot video caption annotation process, described
in Section 3.2, is a two-phase approach designed for high-
quality and style-consistent captions. This procedure also
accelerates the annotation process by 3 times. As depicted
in Figure 6, the process begins with MiniGPT-4 generating
initial captions from structured prompts. While these cap-
tions often correctly identify subjects such as “parking lot”
and “vehicle”, they sometimes inaccurately describe actions
or locations. Annotators then watch the video shot and re-
vise these captions. For instance, errors like “standing in
front of”, depicted in red, are corrected to “getting close to
the car”, shown in green. Additionally, annotators enrich
captions with key details, such as “a close-up shot of the
front of a car.” Our single-shot narration caption annotation
process follows a similar approach. Differently, we offer
ASR text and videos to the annotators and ask them to write
down the visually related content and describe the source of
the speech. The process has been detailed in Section 3.3.

5.2. GPT-4 summarization prompt

We utilize GPT-4 to summarize video clips, leveraging our
detailed video-shot captions and ASR text. The summariza-
tion follows a prompt structure adapted from [17], which
defines video captions and audio captions for each shot, as
depicted in Figure 8. For each video, we organize shot du-
rations, video captions, narration captions, and ASR into a
text format (see Figure 7). This arranged content is then fed
into GPT-4 for generating the video summary.

5.3. Human correction of video summaries

Our detailed shot captions enable GPT-4 to effectively iden-
tify and link subjects across shots, without requiring extra
re-identification modules. However, according to human
evaluation, about 30% of video summaries struggle to con-
nect objects and scenes across shots. Our annotators review

these summaries alongside the video clips to correct such
errors. Figure 9 illustrates this process. While GPT-4 accu-
rately references the same location, such as “the open field”
and “the same open field”, it sometimes fails to maintain
continuity with elements like “the black car” across scene
transitions. Annotators must watch the video and assess the
initial summary to make necessary corrections for the fi-
nal summary. This method ensures the production of high-
quality video summaries with efficiency.

6. Prompts Used in Our Models

In this section, we elaborate on the prompts used for train-
ing and testing our models. We detail the prompts for
single-shot video captioning and narration captioning in
Section 6.1. For video summarization models like SUM-
shot, SUM-holistic, and SUM-text, the prompts are thor-
oughly explained in Section 6.2.

6.1. Prompt for single-shot captioning

During the training of our single-shot captioning models,
we select a random text prompt for each video shot, with
different model variants utilizing distinct prompts. The
prompts for the single-shot video captioning model that in-
corporates both visual signals and ASR are depicted in Fig-
ure 10, while those relying solely on visual signals are in
Figure 11. The prompts used for single-shot narration cap-
tioning are displayed in Figure 12. In these figures, bold-
faced text, such as “{asr}”, is replaced with specific video
information. The arrangement of visual tokens and text
prompts, as presented in Figure 3, is not included here for
brevity.

6.2. Prompt for video summarization

In Section 3.4, we explore different model variants for
video summarization, namely SUM-shot, SUM-holistic,
and SUM-text. For training SUM-shot and SUM-holistic,
we use the same text prompt as in single-shot video caption-
ing, shown in Figure 10. The key distinction between these
models lies in the arrangement of visual tokens: SUM-
shot incorporates shot-specific information such as shot
number or index along with visual tokens from each shot,
whereas SUM-holistic uniformly samples 16 frames across
the video. For SUM-text, the input prompt is similar to that
of SUM-shot, with the primary difference being the attach-
ment of single-shot captions instead of shot visual tokens.
This organized prompt is then fed into Vicuana for both
training and testing purposes.



a group of people standing in front of a large
truck parked in a parking lot. The truck is a
large, yellow and black commercial vehicle
with the words "Ford" written on the side.
The people are standing in front of the truck,
looking at it and talking to each other.

This is a close-up shot of the front of a car.
The car is a large, yellow and black commercial
vehicle with the words "Thomas" written on
the front. Two people are looking and talking
to each other in a parking lot. They are
getting close to the car.

Human
Correction

Reading

Gen
initial

prating
caption

MiniGPT-4

N

Video to be annotated

Figure 6. Human annotation process of sing-shot video captioning. Texts in bold green represent correct content, while those in red indicate
errors. Please find more explanations in Section 5.1.

-
The video has 4 shots. It has 15.8 seconds in total.

The first action segment starts from 0.0 seconds to 6.5 seconds.

Visual caption of this clip is: It's a man in a kitchen chopping something with a knife. The man
is wearing a tee shirt with the number 19 on it. He seems to hurt himself and appears in pain.
The video is in black and white. The yellow words "DON'T RISK IT" appear on the screen. Then
the scene changes to a bowl of guacamole with chips on the side. The video also shows the
package.

The audio caption of this clip is: In the audio, the background voice says don't risk getting
injured from cutting up avocados.

The second action segment starts from 6.5 seconds to 10.5 seconds.

Visual caption of this clip is: It's a close-up of a person scooping avocado out with a spoon on a
wooden cutting board. There is also a white bowl next to it.

The audio caption of this clip is: In the audio, the background voice says the product is
refrigerated and pre-scooped for the customers.

The third action segment starts from 10.5 seconds to 13.5 seconds.

Visual caption of this clip is: It's a woman in a pink shirt with a cast on her arm. She holds her
thumb up with the injured arm. The word "SWEET" in purple is typed on the screen.

The audio caption of this clip is:

The forth action segment starts from 13.5 seconds to 15.8 seconds.

Visual caption of this clip is: It's a bowl of guacamole with chips on the side. There is a plastic
container of guacamole with a purple package next to it.

The audio caption of this clip is:

L The ASR of the video is: ASR content

J

Figure 7. Example of textual content for video in Figure 1. Texts in color are specific for input video and are replaced during our generation.

6.3. Prompts used for zero-shot QA prompt used for LLM is shown in Figure 13. To better align
with the ground truth answers, we prompt the LLM to gen-

In this section, we detail the prompts employed for the zero- erate concise answers solely based on the provided video

shot video question-answering task, which is discussed in
Section 3.5.

6.3.1 LLM QA prompt

In our paper, we propose a unique question-answering pro-
cedure in which we generate video summaries and prompt
an LLM to answer the corresponding question. The text

content.

6.3.2 Evaluation prompt

In our paper, we follow the same evaluation procedure as
outlined in [22], using ChatGPT-3.5 to assess the alignment
of the generated answers with the given ground truth.



video content is:

{video content}

video plot out of nothing.

You are a chatbot that conducts conversations based on video contexts. You mainly answer
based on the given caption contexts from different sources, such as visual caption and audio
caption. You can also answer the relevant knowledge of the person or object contained in the
video. The video has a high-level topic and the video content is supposed to be coherent. The
video can have more than one shot and in each shot different action segments and events exist.
Visual caption is provided by a validated annotater and it usually describes more details in the
video. Audio caption is the caption of audio in the shot, which is relevant to the visual content
and it is provided by a validated annotator. Different shots are annotated separately, but the
content and topics of different shots are supposed to be coherent. You should refer to the audio
caption and extend the content accordingly. You don’t create a video plot out of nothing. The

Describe the video in detail and coherently, including the actions and scenes. You should not
mention the number of scenes, but you ought to describe the content changes and transition.
You ought to describe the content in happening and reasoning order. You should not create a

Figure 8. Prompt template for GPT-4 summarization.

... an open field where two men are standing

... they engage in a conversation about... the
Generate initial summaries | man in the long-sleeved shirt mentions ... as
as shown in Figure 7-8 l the video transitions, we see a black car

parked in the same open field. a person is
sitting inside the car...

+ASR
Video-shot Annotate ...
captions shot captions ...

as shown in Figure 6

Reading . Human

... an open field where two men are standing
... they engage in a conversation about... the
man in the long-sleeved shirt mentions ... as
the video transitions, we see the black car
parked in the same open field. the persons

Correction PP
are sitting inside the car...

Watching|video

Video to be annotated

Figure 9. Human correction process of video summaries. Overlapped text is omitted for clarity. Texts in bold green represent correct
content, while those in red indicate errors. Please find more explanations in Section 5.3.

7. Additional Experiment Results
7.1. Comparison of different models

In this subsection, we present an example of video summa-
rization from our Shot2Story20K testing split in Figure 14,
using SUM-text, SUM-holistic, and SUM-shot. Both SUM-
text and SUM-shot, with their access to shot information in-
cluding shot count and visual tokens in shots, successfully
capture the video’s storyline and transitions. For instance,
they accurately depict the sequence involving a woman in
the kitchen, almonds in an oven, and the woman speaking to
the camera. SUM-text, with its two-stage training, captures
more nuanced details found in single-shot captions, like “a
bowl of almonds is situated on the counter.”” SUM-holistic,
while effectively identifying major content and events, falls

short in accurate scene sequencing due to its lack of shot-
structured visual tokens. This leads to errors in narrative
order, such as reversing the scenes of “shifts back to the
woman in the kitchen” and “in the final scene, the woman
is seen using a wooden spatula”.

7.2. Comparison of different prompts for inference

In this subsection, we evaluate the impact of different
prompts on our SUM-shot models for video summarization
task, which were utilized during the training process. Ta-
ble 7 reveals the SUM-shot model’s consistent performance
across different prompts, with slight fluctuations ranging
from 0.1 to 0.2 in B, M, and R metrics. The most no-
table variation occurs in C, suggesting a moderate impact
of prompt choice.



Random one during training:

video.

for me?

1. The audio transcripts are: {asr}. Describe this video in detail.
2. In the audio, | hear that: {asr}. Take a look at this video clip and describe what you notice.
3. Based on the audio, the speech content is: {asr}. Please provide a detailed description of the

4. From the audio, | gather the content that: {asr}. Could you describe the contents of this video

Figure 10. Prompt during training for single-shot video captioning.

Random one during training:

1. Describe this video in detail.

2. Take a look at this video clip and describe what you notice.
3. Please provide a detailed description of the video.
4. Could you describe the contents of this video for me?

Figure 11. Prompt during training for single-shot video caption without using ASR text.

Prompt B M R C

Prompt-1 11.7 19.7 26.8 8.6
Prompt-2 11.8 19.7 27.0 7.5
Prompt-3 11.8 19.7 26.9 7.7
Prompt-4 11.7 19.6 26.9 7.8

Table 7. Performance of SUM-shot model with different inference
prompts. Prompt IDs correspond to those outlined in Figure 10.

7.3. QA summary

In this subsection, we present the results of zero-shot
video question-answering using Vicuna, based on tex-
tual summaries of video samples from MSRVTT-QA [32]
and ActivityNet-QA [35]. Despite the limitations of our
summarization model, which scores 8.6 in CIDEr on the
Shot2Story20K test split (see Table 4), and the inherent
challenges of the videos due to out-of-domain topics or ex-
tended durations, the summaries generated from our trained
SUM-shot model largely succeed in capturing the key ele-
ments of the videos and providing relevant information.

MSRVTT-QA: For instance, in Figure 15, video7089
from MSRVTT-QA portrays a TV show outside the scope
of our Shot2Story20K . This genre typically features mini-
mal movement within individual shots, and frequent scene
transitions, but a restricted variety of scenes. Yet, our gen-
erated summary aptly identifies principal elements such as
the judges and contestants, actions like “engaged in a con-
versation” or “picking up a guitar”, and the setting of an
American Idol audition. These details equip the summary to
competently address questions from MSRVTT-QA. How-
ever, some gaps in detail lead to inaccuracies: of the first 10
questions for video7089, 5 are incorrectly answered due
to missing information (e.g., Q1, Q3), incorrect summary

content (e.g., Q4), or misalignment with the ground truth

(e.g., Q6, Q10).

ActivityNet-QA: In Figure 16, we present the video
v.mZYWEmsYQPA from ActivityNet-QA. The video’s du-
ration is 104 seconds, which is considerably longer than
the average in our Shot2Story20K . Our summary effec-
tively identifies important elements such as the main sub-
ject’s clothing described as “dressed in a black shirt”, the
actions including “speaks to the camera” and “playing ta-
ble tennis”, and the setting, noted as “in a gym”. These
comprehensive details enable the Vicuna model to correctly
answer most questions from ActivityNet-QA. Despite these
insights, some omissions and discrepancies in the summary
contribute to inaccuracies in answering. Specifically, three
out of ten questions are answered incorrectly due to either a
lack of specific details or mismatches with the ground truth,
as seen in questions Q1, Q5, and Q7.

8. Additional Implementation Details

Video-Shot Captioning. For each video shot, we uniformly
sample 4 frames. For testing, a consistent text prompt is
used, as depicted in Figure 3. The maximum number of
new tokens generated by the LLM is capped at 150 for both
training and inference.

SUM-shot and SUM-holistic. In SUM-shot, 4 frames per
video shot are sampled uniformly; in SUM-holistic, 16
frames per video clip are sampled. The rationale behind
sampling 16 frames in a holistic approach is based on our
dataset’s average of 4 shots per video, aligning with the
SUM-shot approach of 4 frames per shot. For both train-
ing and inference, the LLM’s maximum new token count is
set at 600. A consistent text prompt, as shown in Figure 4,



Random one during training:

audio.

audio in the video.

in this video for me?

1. The audio transcripts are: {asr}. Describe the audio content of this video in detail.
2. In the audio, | hear that: {asr}. Take a look at this video clip and describe what you notice in the

3. Based on the audio, the speech contents are: {asr}. Please provide a detailed description of the

4. From the audio, | gather the content that: {asr}. Could you describe the contents of the audio

Figure 12. Prompt during training for single-shot narration captioning.

provided video description. Video content is:

{video summary}

I need your help to identify a specific object, place, person and way in the video based on its
description. You must answer my question concisely. The answer is definitely contained in the

You should answer the question concisely. Based on the video, please answer {video question}

Figure 13. Prompt used for video question answering with summaries.

is used during inference.

For video-shot captioning and video summarization
tasks, both models are trained on 8 x 2 A100-80G GPUs us-
ing Pytorch. The captioning model is trained for 40 epochs,
with the best-performing checkpoint on the validation set
used for test performance reporting. To prevent overfitting,
text prompts are randomly sampled for each sample, as de-
tailed in Section 6.

SUM-text. For tuning the Vicuna 7B model, we arrange our
text prompt (see Section 6.2) as a question and the video
summary as an answer. During training, we use ground
truth single-shot captions. During inference, we use pre-
dictions of our trained single-shot video captioning model.
The model is trained on 4 A100-80G GPUs over 3 epochs
with a learning rate of 2e-6, maintaining other hyperparam-
eters at their default values from the original configuration.

Video-ChatGPT. Consistent with SUM-holistic, we uni-
formly sample 16 frames for both training and inference.
Our prompt setup excludes ASR for video summarization,
using the video summary as the answer to the question. The
training is conducted over 3 epochs with a learning rate of
2e-6, and we retain other hyperparameters at their default
settings as specified in the original repository.

Video Question-Answering with Summary. For the
MSRVTT-QA [32] and ActivityNet-QA [35] datasets, we
generate video summaries using our trained SUM-shot
model, employing only visual tokens during inference.
Upon generating these summaries, we integrate them with
individual questions from their corresponding videos into
the prompt format displayed in Figure 13. This integrated

content is then processed through Vicuna [4] to obtain an-
swers. The evaluation of these results is carried out follow-
ing the methodology outlined in [22].

9. Broader Impact

Data Limitations and Ethical Considerations. Our ap-
proach does not involve storing or releasing videos; users
must download these from original sources and comply
with their licenses. Given HD-VILA-100M [34]’s long-
standing public availability, we assess a low risk of the cur-
rently available videos being removed in the near future.
Additionally, our meticulous manual annotation process is
designed to avoid any ethical or legal violations.

Human Rights in Annotation Process. We have consci-
entiously structured the annotation process to ensure fair
workloads and equitable compensation for annotators, up-
holding human rights standards.

Scope of Conclusions. It is important to recognize that ex-
periments and data, including ours, might only represent a
subset of universal realities. Nevertheless, given the wide
range of categories covered in our videos, we believe our
conclusions offer a robust understanding applicable to var-
ious multi-shot video scenarios and durations. These find-
ings, while specific to our dataset, provide significant in-
sight into the broader field of video analysis.

Usage of Language Models. Our use of the LLaMA
model [29] from Meta is authorized for research purposes.
Those intending to use our model post-release should en-
sure that they have the necessary permissions and adhere to
usage restrictions. We express deep respect for the work of
developers and contributors, recognizing their integral role



Human speech: However, there are a couple of tricks that you need to know in order to be successful. The first is that you must roast your almonds that helps
to bring out not only the flavors but the oil as well.

SUM-text video summarization:

the video begins with a woman in a green t-shirt standing in a kitchen, holding a blender and engaging in a conversation with the camera. a
bowl of almonds is situated on the counter in front of her, indicating that she is likely discussing a recipe that involves almonds. as the video
progresses, the scene transitions to a person using a spatula to mix the almonds in a baking tray that is placed in an oven. this suggests that the
woman is demonstrating a cooking process, possibly preparing a dish that involves roasted almonds. In the final part of the video, the woman,
now wearing a blue top, is seen holding a bowl of almonds and continuing her conversation with the camera. a blender is visible in front of her,
suggesting that she is discussing a recipe that involves blending the almonds. the video seems to be a cooking tutorial, with the woman guiding

the viewers through the preparation and use of almonds in various dishes.
(& J

4 N\
SUM-holistic video summarization:
the video begins with a woman in a well-equipped kitchen, addressing the camera with a smile. she is wearing a green t-shirt and is surrounded
by brown wooden cabinets and appliances. as she speaks, she reveals that there are a few tricks that people need to know in order to be
successful. the scene transitions to a close-up of a clear, transparent blender. the woman's voice instructs viewers to roast their almonds to
bring out not only the flavors but the oil as well. the video then shifts back to the woman in the kitchen, now holding the transparent blender.
she continues to speak to the camera, emphasizing the importance of roasting the almonds. in the final scene, the woman is seen using a
wooden spatula to scoop up the roasted almonds from a baking tray. she then places the tray in the oven to continue roasting the nuts.

throughout the video, the woman's words and actions provide a comprehensive guide on how to successfully roast almonds.
(& J

( N\
SUM-shot video summarization:

the video begins with a woman in a kitchen setting, wearing a blue top and blonde hair. she is holding a clear plastic container in her hands,
which contains almonds. as she speaks to the camera, she mentions a couple of tricks that people need to know in order to be successful. the
scene transitions to a close-up of a plate of almonds being cooked in an oven using a shovel. the woman's voice can be heard in the
background, explaining that roasting the almonds helps to bring out not only the flavors but the oil as well. in the final scene, the woman
continues to hold the clear plastic container filled with almonds. she is seated in a well-equipped kitchen, with a blender placed next to her. as
she speaks to the camera, she holds a bowl of almonds in her other hand. the video seems to be a tutorial or a cooking demonstration, with the

woman sharing her knowledge and tips on roasting almonds.
|\ J

( Ground truth video summary: )
the video begins with a woman, dressed in green short sleeves, standing in front of a kitchen console. she is engaged in a conversation,
presumably about cooking tips, as she stands next to a bowl of almonds and a transparent mixer. as she speaks, she picks up the bowl of
almonds, emphasizing the importance of knowing certain tricks for successful cooking. the scene transitions smoothly to a close-up of an oven
pan filled with almonds. a wooden spoon is used to stir the almonds around in the pan. the woman's voice continues in the background,
explaining the benefits of roasting almonds. she mentions that this process helps to enhance the flavors of the almonds, suggesting that this is
one of the tricks she was referring to earlier. the video concludes with the woman once again standing in front of the kitchen console,
continuing her discussion. she holds the bowl of almonds in her hands, possibly preparing to demonstrate the next step in her cooking process.
throughout the video, the woman's actions and dialogue suggest that she is sharing her knowledge and tips about cooking, specifically focusing

L on the use of almonds.

J

Figure 14. Example for video summarization using SUM-text, SUM-holistic and SUM-shot. All three models effectively grasp the video’s
main topic and content. However, SUM-shot, with its access to shot information in the input prompt, excels in structuring the storyline
compared to SUM-holistic. SUM-text, developed through a two-stage training approach, captures finer details than SUM-shot, highlighting
the strengths of the SUM-shot model while also indicating challenges in its training process. Please find more explanation in Section 7.1.

in advancing language modelling and multi-modal learning.

Future Research and Development. Aligned with our
commitment to the research community and in adherence to
CVPR guidelines, we will release both our code and dataset.
This is intended to encourage further research and enable
others to build upon our work. Although our current exper-
iments require up to 8x2 A100-80G GPUs, we are aware
this may be a limitation. Consequently, we plan to focus fu-

ture efforts on adapting these experiments to be compatible
with a single node of 8 A100 GPUs. It’s important to note
that fitting the experiments within an 8 GPU framework is
not the primary focus of this paper, but we consider it a cru-
cial step towards making our research more accessible and
inclusive for a wider array of research groups.



video7089.mp4
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SUM-shot video summarization:

the video begins with a man in a black shirt and a woman in a blue shirt sitting behind a blue and silver-colored table with a city skyline in the
background. they are engaged in a conversation, with the man occasionally clapping his hands. the scene then transitions to two men standing
next to a large screen with american idol written on it. one man, dressed in a white shirt and black pants, picks up a guitar and starts playing.
the other man, wearing a black shirt and khaki pants, claps his hands and smiles. in the final scene, the man in the white shirt and black pants
continues to play the guitar, while the woman in the blue and silver-colored shirt looks at the camera. the man in the black shirt and khaki pants
claps his hands and smiles. the video captures the interactions and performances of these individuals in front of the american idol backdrop.

A J
Questions: Answers:
Q1: who speaks to tv show judges? GT1: person
Q2: who do three judges talk to? GT2: contestant
Q3: what is a black male laughing on? GT3: idol
Q4: what talks to a performer? GT4: panel
Q5: what did the man audition for? GT5: idol
Q6: who does a panel talk to? GT6: performer
Q7: what do judges talk on? GT7: idol
Q8: what shows judges of a singing competition? GT8: video
Q9: how many contestants are standing before the judges at american idol? GT9: two
Q10: what is going on? GT10: reality
' Y

Vicuna answers using summaries & GPT evaluation:

Al: Based on the video description, it is not clear who is speaking to TV show judges. X

A2: The three judges in the video are the man in the black shirt and khaki pants, who claps his hands and smiles, and the woman in the blue
and silver-colored shirt, who looks at the camera.

A3: I'm sorry, but | cannot identify a specific person laughing in the video, as there is no mention of a person laughing in the description. The
video appears to be focused on the interactions and performances of the individuals in front of the American Idol backdrop. X

A4: The man in the white shirt and black pants is a performer. X

A5: The man in the white shirt and black pants auditioned for American Idol.

A6: Based on the video, it appears that a panel talk is happening between the man in the black shirt and the woman in the blue shirt, who are
sitting behind a table with a city skyline in the background. The man occasionally claps his hands, and the scene transitions to two men
standing next to a large screen with \"American Idol\" written on it. One man, dressed in a white shirt and black pants, picks up a guitar and
starts playing, while the other man, wearing a black shirt and khaki pants, claps his hands and smiles. In the final scene, the man in the white
shirt and black pants continues to play the guitar, while the woman in the blue and silver-colored shirt looks at the camera. The man in the
black shirt and khaki pants claps his hands and smiles. X

A7: Judges talk about performances in front of the American Idol backdrop.

A8: The video shows judges of a singing competition.

A9: Two contestants are standing before the judges at American Idol.

A10: It appears that the video is a behind-the-scenes look at a recording session for a musical performance, possibly for a talent competition
such as American Idol. The individuals shown in the video are a group of musicians who are preparing for a performance in front of a panel of
judges. The man in the black shirt and khaki pants is likely a music producer or judge, while the man in the white shirt and black pants is likely
|_a contestant on the show. The woman in the blue and silver-colored shirt is likely another member of the group or a crew member. X

Figure 15. Example for video question-answering using summaries - MSRVTT. We show the zero-shot video summary using our trained
SUM-shot model. The summary can capture most of the video, such as the subject, the action and the transitions. We also show the answers
from Vicuna to the first 10 questions and the evaluation results from GPT. Please find more explanations in Section 7.3.



v_mZYWfmsYQPA.mp4 duration: 104 seconds

4 \
SUM-shot video summarization:
the video features a man dressed in a black shirt, playing table tennis against a blue wall in a gym. as he plays, he speaks to the camera and
gestures with his hands. the scene then transitions to a close-up shot of the man, still in his black shirt, playing table tennis against a blue wall
in a gym. he continues to speak to the camera and gestures with his hands. following this, the video shifts to a close-up shot of the man playing
table tennis against a blue wall in a gym. he continues to speak to the camera and gestures with his hands. in the final scene, the video displays
a blue background with white text that reads, do you have a question? ask the coach at www.fingskill.com. the man in the black shirt stands in
front of the blue wall, still speaking to the camera and gesturing with his hands.
| J
Questions: Answers:
Q1: what is the person in the video doing? GT1: play table tennis
Q2: is the person in the video wearing a watch? GT2: yes
Q3: is the person in the video wearing a hat? GT3: no
Q4: what is in front of the person in the video? GT4: table tennis table
Q5: what happened before playing table tennis? GT5: introduction of pang ball
Q6: where is the video taken? GT6: indoor
Q7: how safe is this sport in the video? GT7: security
Q8: what benefit can this exercise bring? GT8: reaction capacity
Q9: how many people are there in video? GT9: 1
Q10: what color of the clothes does the person wear in the video? GT10: black
/Vicuna answers using summaries & GPT evaluation: )
Al: The person in the video is playing table tennis against a blue wall in a gym, and speaking to the camera while gesturing with his hands.
A2: Based on the video, the person in the video is not wearing a watch.
A3: No, the person in the video is not wearing a hat.
A4: In the video, there is a man dressed in a black shirt playing table tennis against a blue wall in a gym.
A5: Based on the video, it is not clear what happened before the man started playing table tennis. X
A6: Based on the video, it appears to be taken in a gym.
A7: Based on the video, it is difficult to determine the safety of the sport featured. The video only showcases a man playing table tennis
against a blue wall in a gym, but does not provide any information on the safety precautions or measures taken to ensure the safety of
the players. X
A8: Based on the video, the benefit of this exercise is to improve hand-eye coordination and table tennis skills.
A9: Based on the video, there is only one person present in the video.
\AlO: The person in the video wears a black shirt. )

Figure 16. Example for video question-answering using summaries - Activity Net. We show the zero-shot video summary using our trained
SUM-shot model. The summary can capture most of the video, such as the subject, the action and the transitions. We also show the answers
from Vicuna and the evaluation results from GPT. Please find more explanations in Section 7.3.
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